50, will be treated as malpractice.

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8

USN 18AI61
Sixth Semester B.E. Degree Examlna&%n, Dec.2023/Jan.2024
Machine Learnmg

Time: 3 hrs. ‘
%Module—l ™y
1 a. What is machine leaming? E%Iam the applications, perspeetlves and issues in machine
learning. & 4 (10 Marks)
b. Apply candidate ehmmatlon algorlthm and obtain th ‘ %Sion space considering the training
examples given in tablé; %
Eyes | Nose #| 1 Footer 24 Sm11e‘7 (TC)
Round | Triangle | Round | Purple s | Yes
Square S%are Square | Green |- Yes
Square | ﬂ'langle Round | Yellow" W
Round |:Triangle | Round | Green® | No
Square/| Square | Round | Yellow | Yes
Y (10 Marks)
2 a. Explain the following w1th,% ‘wpect to designing a: leaﬁﬁﬁg system:
(i) Choosing the training experience 4
(ii) Choosing the target function
(iii) Choosing a representation for the target, ﬁlnctlon (10 Marks)
b. Listand explain. ﬂ;xe@am challenges ofmachlne learning. (10 Marks)
3 a. Listand explaln the steps requlred to prepare the data‘formachine learning algorithm.
A {wm Vo JMQ s (10 Marks)
b. Withy gespect to fine tuning. @rfiachme learning modeI explain grid search and randomized
search techniques usmg code §h1ppets (10 Marks)
Sy
i y %
4 as"Using code snlppeg%, .explain the concepts mvolved in measuring accuracy using cross
“ validation and confuémn matrix. a (10 Marks)
b. Explain the apphcatlon for:
(i) Multiclabel classification
(i) Multiclass classification P
(iii) Multi output clasmﬁeatpy (10 Marks)
T Module-3
5 a. With an example and code smppet explain Gradient Descent algorithm. (10 Marks)
b. Compare and cogjrast the features of polynomial regression and linear regression. (10 Marks)
OR
6 a. Derivethe eqilatlons required for estimating probabilities in logistic regression. (10 Marks)
b. With respect to non-linear sum classification, determine the polynomial Kernel features with

code smppet (10 Marks)
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Module-4
With an example and code snippet, explain how t
With code snippet and equation, explain the fea

elop decision tree model. (10 Marks)
of CART Training, Gini Impurity and

Entropy. (10 Marks)
With an example and code snippet, expla semble leaming and voti  classifiers.

é (10 Marks)
Write notes on:
(i) Bagging and pasting
(ii) Boosting and stacking (10 Marks)

v
¢  Module-5

d’ describe maximum li pod hypothesis with an example.

Explain concept learn

(10 Marks)
Explain Brute-Fo p learning algorithm. : (10 Marks)
With ane explain Bayes Optimal (10 Marks)

Belief Network? D§scﬁbe its working principle with an example.

(10 Marks)
é b‘z‘f
* & k k %




